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Using a two-dimensional multiscale model based on the classical time-dependent density-functional theory
for lattice systems we recently introduced, we numerically study the impact of elastic inhomogeneities on the
growth of isolated inclusions in multiphase alloys. We demonstrate that the coupling between the overall
interface structure �as determined by the shape of the inclusions� and the local, atomic-scale structure can be
very large, and is able to significantly affect the behavior of inclusions during growth. Elasticity is shown to
have a strong influence on the local energetics at interfaces, leading to shape modulations and kinetic faceting.
Morphological and energetic changes induce oscillations in the chemical potential of the inclusions, opening
the way to the stabilization of multi-inclusion microstructures, consistent with experiment. We demonstrate that
the interface elastic misfit is a key parameter for controlling the strength of elastic effects.
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I. INTRODUCTION

Many properties of materials strongly depend on their
atomic-scale and mesoscale structure, such as, e.g., optical
absorption and emission �1,2�, electrical and thermal conduc-
tivity �3�, yield strength �4�, hardness �5�, etc. The design and
optimization of high-performance materials thus require their
microstructural state to be precisely controlled. However, un-
like the chemical composition, the microstructure is difficult
to monitor because it results from a delicate competition be-
tween many thermodynamical and kinetic processes. Further,
it is usually unstable as it continuously evolves through vari-
ous processes such as diffusion, nucleation, evaporation, etc.
Consequently, it is important to understand the energetics of
the microstructural state, but also how it evolves in time. The
ultimate goal is to gain absolute control over the formation
of the microstructure and, once formed, ensure that it is
stable in time.

Because they spontaneously form from supersaturated
mixtures, multiphase microstructures are ubiquitous in mate-
rials science. Discovering strategies for stabilizing them
would open the way to important technological applications.
As an illustration, it is well known that hardness can be
greatly increased by embedding small coherent precipitates
�inclusions� within the bulk material �5�. Precipitate harden-
ing occurs because the inclusions are able to pin down dis-
locations, thereby reducing their mobility. This process, how-
ever, is quite sensitive to the size and distribution of the
inclusions. The inclusion-matrix interface, for example, usu-
ally becomes incoherent for large inclusions, leading to a
decrease of the pinning efficiency. The spatial distribution of
inclusions must also be such that they can stop most dislo-
cations.

Solid-state multiphase microstructural states are usually
not stable because they contain a lot of interfaces. In fact, it
was shown by Lifshitz, Slyozov, and Wagner �LSW� �6,7�
that if the dynamics results solely from the capillarity-driven
reduction of the interfacial free energy, large inclusions tend
to grow at the expense of smaller ones—a process called
“coarsening”—leading to an increase of the average inclu-
sion size either as t1/3 in the diffusion-limited case or t1/2 in
the attachment-limited case. Ultimately, a microstructure
evolving according to the LSW model will consist of a single
inclusion. The LSW behavior has been observed in a wide
range of multiphase materials in various experimental condi-
tions and geometries, and can therefore be regarded as nor-
mal coarsening. Returning to the example above, the evolu-
tion of the microstructure would lead to a decrease of the
hardness of the material resulting from an increase of the size
of the inclusions and a concomitant decrease of their number.

Identifying routes to microstructural stabilization in mul-
tiphase systems is the purpose of the present study. In order
to achieve this goal, it is reasonable to consider systems for
which one of the assumptions underlying the LSW theory is
violated, viz. �i� the capillarity approximation is valid, i.e.,
the chemical potential of an inclusion is proportional to the
curvature of its interface; �ii� the dynamics is strictly capil-
larity driven; and �iii� the volume fraction of inclusions is
vanishingly small. It is implicit in assumption �ii� that the
contribution of the interface to the free energy is large com-
pared to other contributions. It should thus be possible to
achieve stabilization by introducing competing terms in the
free energy. Since the lattice constants within the inclusions
and the matrix are in general different, elastic interactions are
an obvious candidate for this purpose. In fact, it is well
known that elasticity drastically affects both the morphology
and the kinetics of multiphase systems �8�. The effects on
morphology range from spontaneous symmetry breaking of
the shape of inclusions �9� and the formation of spatial cor-
relations with regards to both shape and position �10–12�, to
the inversion of the roles of the matrix and the inclusions at
high volume fractions �13,14�. Concerning kinetics, the
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range of possible behaviors is also large, and both accelera-
tion �12� and �more often� slowdown �11,12,15–20� of the
coarsening kinetics have been observed. In fact, complete
stabilization has even been reported in some cases. For ex-
ample, in Ni-Cu-Si alloys �15–17�, the evolution initially
proceeds normally �i.e., in the manner of LSW�, but com-
pletely stops �or slows down considerably� once a critical
average inclusion size ��10 to 20 nm� is reached; other ex-
amples include Ti-Mo �19�, Ni-Al-To �12�, and Ni-Al-Ti
�11� alloys. Further, the slowdown process is accompanied
by either an increase �11,12� or a reduction �16� of the width
of the distribution of the sizes of the inclusions. In spite of
the diversity of behaviors observed, the systems share a com-
mon feature: they all possess a large degree of elastic inho-
mogeneity, i.e., large difference between the elastic constants
in the different phases �20�. As a last point, it is also found
that coarsening in these materials depends on the volume
fraction of the inclusions �16�, indicating a violation of as-
sumption �iii�. On the other hand, the anisotropy of the elas-
tic constants, while strongly affecting the shape and the dis-
tribution of the inclusions, do not appear to influence the
coarsening behavior significantly �21,22�.

This anomalous behavior—slowdown of the coarsening
kinetics—is sometime viewed as a manifestation of inverse
coarsening, whereby small inclusions grow at the expense of
larger ones. The occurrence of this phenomenon was pre-
dicted several years ago �23–25� on the basis of Eshelby’s
formula for the interaction energy between two spherical in-
clusions �26�. Eshelby showed that this energy is minimum
for soft inclusions if the two have identical sizes. Elastic
interactions could thus, in principle, counteract the normal
capillarity-driven coarsening process, as suggested above.
However, this interpretation suffers from three flaws. First,
the formula is only valid for spherical inclusions while it is
known that the interaction energy is very sensitive to the
shape of the inclusions �27�; numerical simulations where
constraints on the shape of the inclusions had been lifted
have indeed shown that, while transient inverse coarsening is
often observed �28–31�, complete stabilization is not ex-
pected except when quasiperiodic initial conditions are im-
posed �28,31�. Second, anomalous coarsening is also ob-
served in systems where the inclusions are harder than the
matrix �20�, while Eshelby’s formula predicts that elasticity
should enhance coarsening in this case. Third, inverse coars-
ening implies a narrowing of the inclusion size distribution,
but widening is also observed. Thus, while some observa-
tions are consistent with the inverse coarsening theory, the
latter evidently cannot account for the whole variety of be-
haviors observed.

It has recently become possible to carry out large-scale
simulations of complex microstructures using phase-field
methods. Using such an approach, Onuki and collaborators
�13,32� suggested that stabilization was in fact a robust pro-
cess occurring even in complex microstructures. Their results
indicated that coarsening would initially proceed normally,
and that a transition to a frozen state would take place sud-
denly, without the occurrence of inverse coarsening. These
conclusions have, however, been questioned by Chen et al.
who, using a more precise approach for elastic energy calcu-
lations �33�, did not observe stabilization but, rather, coars-

ening with a reduced exponent �34�. This exponent was
shown to decrease rather slowly, from 0.33 in homogeneous
systems to 0.26 for systems with a threefold misfit in shear
moduli.

Based on the previous �conflicting� observations, one can
conclude that some important physical processes are not
properly taken into account in present models. One may
speculate that these have to do with the way interfaces are
handled, as the studies of coarsening mentioned above im-
plicitly assume that the capillarity approximation �i� is valid.
Indeed, the vast majority of models used to study this prob-
lem rely on either a sharp-interface �21,28,29,31,35,36� or a
phase-field formulation �13,30,32,34,37�, where the inter-
phase boundaries are treated as structureless or smooth on
the scale of the lattice constant, respectively �exceptions in-
clude Refs. �38–41��. In these models, the physical proper-
ties of the inclusions are thus continuous functions of shape
and size. Since we are concerned with inclusions having ra-
dii in the nanometer range and interfaces that are sharp on
the nanometer scale �42�, the validity of this approximation
is not guaranteed. Further, anisotropies in either thermody-
namic or kinetic quantities, introduced by the underlying lat-
tice structure, can strongly affect the dynamical behavior of
inclusions �43–45�. Finally, it is well known �particularly in
the crystal growth community �46�� that the atomic-scale
structure of the interfaces can have a dramatic impact on the
way solids grow �e.g., continuous vs layer-by-layer�, and
hence on growth kinetics. For example, coarsening in faceted
systems strongly differs from that when the interfaces are
rough �47�. An assessment of the validity of assumption �i�,
and of the consequences of it being violated, could help re-
solve some of the discrepancies between theory and experi-
ment.

This is what we propose to do in the present article. Fol-
lowing up on previous work where strong interfacial elastic-
ity effects were reported �48�, we demonstrate that the inter-
play between elastic inhomogeneity and atomic-scale
interface structure profoundly affects the coarsening behav-
ior of the inclusions. We show that elasticity-induced varia-
tions of the attachment energy of solute atoms at different
sites at the surface of the inclusions lead to modulations in
their shape during growth and, consequently, oscillations in
their chemical potential. We show also that the energetics of
the sites available for the incorporation of new atoms around
the inclusions changes rapidly during growth, increasing the
amplitude of the chemical potential variations. Our study es-
tablishes that the elastic mismatch at the interface is the pri-
mary factor controlling the strength of these effects. We dem-
onstrate, finally, that proper consideration of the atomic
structure of the interfaces can account for some of the “pe-
culiar” aspects of coarsening mentioned earlier.

II. MODEL

Since atomic-scale resolution is necessary at interphase
boundaries, a simulation method based on a microscopic de-
scription of the dynamics is required. To this effect, we re-
cently proposed a multiscale model �49� based on the time-
dependent density functional theory �TDDFT� for classical
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lattice systems developed by Reinel, Fisher, and collabora-
tors �50–52�. Since a complete description of TDDFT can be
found in Ref. �51�, and of our particular implementation in
Ref. �49� �where we also demonstrate that it can successfully
describe elastically inhomogeneous multiphase systems�, we
only give here, for completeness, a rapid overview of the
methodology.

The basic assumption behind TDDFT is that, in typical
conditions of microstructural evolution, the only relevant dy-
namical variables are the site occupation probabilities pi

��t�
= �ni

��t—the probability that lattice site i be occupied by a
type-� atom at time t—where ni

� is the number of type-�
atoms at site i �either 0 or 1� and �¯�t represents the non-
equilibrium ensemble average at time t. Implicit in this as-
sumption is that the system can, ∀t, be considered to be in
local equilibrium relative to the instantaneous values of the
p’s. A set of reduced equations for the dynamics of the sys-
tem can then be obtained in terms of the �pi

��t�	 alone. �Other
methods based on similar assumptions are described in Refs.
�53,54�.�

These equations can be derived starting from a micro-
scopic master equation for the probability P�n , t� to find the
system in configuration n= �ni

�	 at time t:

dP�n,t�
dt

=
1

2 

i,j�NN�i�

�wi,j�ñ�P�ñ,t� − wi,j�n�P�n,t�� . �1�

Here, it is assumed that a configuration evolves in time
through successive exchanges of nearest-neighbors particles
�NN�i� denotes the set of nearest neighbors of site i�. These
exchanges proceed at rate wi,j�n�; ñ represents a configura-
tion which differs from n only by the exchange of the occu-
pations of sites i and j.

This equation can be formally written in terms of the
�pi

��t�	 as

dpi
�

dt
= 


j�NN�i�,�
�Ji,j

�,��t − �Ji,j
�,��t, �2�

with the diffusion fluxes defined as

Ji,j
�,��n� = ni

�nj
�wi,j�n� . �3�

Equation �2� is the basic equation of TDDFT; the problem is
now to compute the nonequilibrium averages. Since a direct
calculation of P�n , t� is prohibitive, one must resort to the
aforementioned local equilibrium approximation, i.e.,
P�n , t�� Ploc�n , t� with

Ploc�n,t� =
1

Z�t�
exp�−

1

kBTH�n� + 

i,�

hi
�ni

��� , �4�

where H is the Hamiltonian of the system, hi
� is an external

site- and species-dependent field, and Z�t� is such that

nPloc�n , t�=1. The value of the external field is obtained by
requiring self-consistency between Ploc�n , t� and the �pi

��t�	.
Formally, self-consistency is achieved by requiring the

grand canonical potential of the system under the external
field to be stationary with respect to the average occupations,
i.e., the hi

� are such that

d

dp
��p� =

d

dp
i,� �hi
� − �tot

� �pi
� + F�p�� = 0, �5�

where p= �pi
�	, �tot

� is the global chemical potential of spe-
cies �, and F�p� is the free energy �in terms of the �pi

�	�.
From this last equation, it is now clear that the local fields
are proportional to the local chemical potentials

hi
� = �tot

� −
�F

�pi
� = �tot

� − �i
�. �6�

To complete the evaluation of Eq. �2�, a free-energy func-
tional F�p� must be specified; we resort to a simple Bragg-
Williams mean-field approximation of the form

F�p� = E�p� − TS�p�

=
1

2 

i,j�NN�i�,�,�

Vi,j
�,�pi

�pj
� + kBT


i,�
pi

�ln pi
�, �7�

with Vi,j
�,� the interaction energy between atom � at site i and

atom � at site j. Quantitative agreement with a direct Monte
Carlo solution of Eq. �1� cannot be assumed with such a
functional, but a qualitatively correct description of the be-
havior of the different phases is expected.

By also assuming that microscopic configurations change
only by vacancy diffusion to a nearest-neighbor site at a rate
given by

wi,j
� = �0eEi

�/kBT, �8�

where Ei
� is the energy of an �-type atom at site i and �0 is

a trial frequency, a tractable form for Eq. �2� is obtained,
namely,

dpi
�

dt
= 


j�NN�i�
Mi,j�t��A j

��t� − Ai
��t�� , �9�

with mobility Mi,j�t�= �pi
vacancy�t�pj

vacancy�t��t� pi
vacancy

�t�pj
vacancy�t� and activity Ai

��t�=e−hi
��t�/kBT. This equation is a

generalized Fick’s law where occupation probabilities diffuse
from regions of high activity �and hence high chemical po-
tential� to regions of low activity.

The effect of elasticity is introduced through a depen-
dence of the free-energy �7� on the positions of the atoms. At
the mean-field level, the free-energy becomes a function of
the average position of the atom at each lattice site. These
positions are obtained by requiring that they minimize the
grand potential, i.e.,

d

dr
��p,r� =

d

dr
i,� �hi
� − �tot

� �pl
� + F�p,r�� = 0 �10�

or, equivalently, that

d

dr
E�p,r� = 0. �11�

Here we use a simple harmonic potential to model the
elastic interactions between atoms
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Vi,j
�,� = k�,��ri,j − ��,��2 − 	�,�, �12�

where ri,j = �r�i−r� j�. As a final point, we note that coherency is
assumed at all times, i.e., the neighbors of an atomic site do
not change during the course of a simulation; plasticity ef-
fects are thus excluded.

Up to now, the formalism has been strictly microscopic,
each lattice site being explicitly taken into account. This is
clearly not appropriate for the study of large systems consist-
ing of hundreds of thousands or even millions of atoms.
However, the variables of interest in the TDDFT
calculation—the average occupations and the average
positions—vary slowly away from interphase boundaries.
Microscopic resolution is thus only needed close to the in-
terfaces, while other regions can be described using fewer
degrees of freedom. Exploiting this fact, we proposed a mul-
tiscale TDDFT formulation where Eqs. �2� and �11� are
solved on nonuniform grids. Taking advantage of the fact
that the total occupation probability is conserved, the TD-
DFT equations can easily be recast into a finite-volume for-
mulation. For flexibility, we choose to work with semi-
structured grids and adopt the Voronoï volumes of the grid
points as volume elements �55,56�. The elastic equilibrium
equations are solved �on the same grid� using the quasicon-
tinuum method �QCM� �57�. The QCM relies on a coarse-
grainable representation of the displacement field and of the
elastic energy to bridge the gap between the microscale and
the mesoscale; a recent review of the method and applica-
tions can be found in Ref. �58�. In the present study, the
QCM is also used in a stand-alone fashion for carrying out
elastic energy calculations. In order to use these methods, a
representation of the atomic-scale state of the system as a
function of the coarse variables must be specified. In our
model, this representation is constructed within a “natural-
neighbor” framework, namely, Laplace interpolation �55�.
This technique also employs the Voronoï tessellation, thus
facilitating the management of the grid and the integration
with either the finite-volume method or the QCM. Finally, a
mechanism to build and update the grid must be specified. In
the context of multiphase systems, the distance from the
nearest interface provides a very good indication of the ap-
propriate coarseness of the grid, as spatial variations in both
occupation probabilities and strain are strongly localized in
the neighborhood of interfaces. Atomistic resolution is thus
only needed in a narrow region around the latter, while a
coarser resolution is adequate farther away into the bulk
phase. In our implementation, the local density of grid points
is taken to be inversely proportional to the distance to the
nearest interface. The details of the grid creation and update
procedure can be found in Ref. �49�.

III. COMPUTATIONAL DETAILS

A. Simulation setup and parameters

In the calculations reported below, we consider a two-
dimensional binary alloy with vacancies �ABv�; more pre-
cisely, we study the evolution of B-rich inclusions embedded
within an A-rich matrix, where the dynamics is governed by
the migration of vacancies �i.e., the exchange of atoms with

vacancies�. The simulation cell is an hexagon with sides of
length 1536a0 containing about 14 millions sites; the under-
lying lattice is triangular. Fixed boundary conditions are ap-
plied to the elastic equilibrium equations �11� and grand-
canonical boundary conditions �fixed chemical potential at
the edges of the cell� are applied to Eq. �2�. In all cases, the
temperature is T=0.5	 /kB, which is about half of the critical
temperature for phase separation; the vacancy concentration
is taken to be 10−3. All results will be given in dimensionless,
reduced units relative to a stress-free pure A phase �see Eq.
�12��: lattice parameter for length ��� and interaction energy
between nearest neighbors for energy �	�.

Five distinct cases have been studied, each corresponding
to a different set of elastic stiffnesses and lattice parameters,
as listed in Table I: homogeneous inclusions �no elastic mis-
fit�, hard inclusions with low interface misfit �HI-LM�, hard
inclusions with high interface misfit �HI-HM�, soft inclu-
sions with low interface misfit �SI-LM�, and finally soft in-
clusions with high interface misfit �SI-HM�. An inclusion is
hard �soft� if kBB
 ���kAA. The degree of interface misfit
qualitatively refers to the difference between �AB and the
typical lattice parameter in the interface region. Since hard
inclusions tend to impose their lattice constant to the sur-
rounding matrix, a low interface misfit corresponds to �AB
=�BB while a high misfit corresponds to �AB=�AA. For soft
inclusions, the two situations are inverted. Other parameters
of the potential are 	AA=	BB=	 and 	AB=0.7	. The above
choice of parameters will enable us to clearly isolate the
effects of “bulk” elasticity �controlled by the values of kAA,
kBB, �AA, and �BB� from those arising from “interface” elas-
ticity �determined by kAB and �AB�.

B. Method of analysis

In elastically homogeneous systems, the energetics of at-
oms at interphase boundaries depends only on the nature of
neighboring atoms; sites with identical local configurations
are therefore equivalent. However, when elastic inhomoge-
neities are introduced, the problem becomes nonlocal owing
to the long range character of elastic interactions. We have
recently shown that the nonlocality induces significant
changes in the shape, growth mode, and coarsening behavior
of inclusions by promoting or impeding the attachment of
solute atoms at different sites along the interface �48�. A
similar, more exhaustive analysis is reported in the present
article; in particular, we demonstrate that a remarkably rich

TABLE I. Values of the stiffnesses kXY and lattice constants �XY

for the various types of inclusions considered in the present work.
Stiffnesses are in units of 	 /�2 and lattice constants in units of �.

Type kAA kAB kBB �AA �AB �BB

Homogeneous 0 0 0 1.00 1.00 1.00

HI-LM 50 50 150 1.00 1.03 1.03

HI-HM 50 50 150 1.00 1.00 1.03

SI-LM 50 50 10 1.00 1.00 1.03

SI-LM 50 50 10 1.00 1.03 1.03
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variety of behaviors emerges from the presence of elasticity
at interphase boundaries, and that these strongly affect the
coarsening process of a collection of inclusions.

Since the growth of inclusions in multiphase systems
physically occurs through the substitution of a matrix atom
�A� by a solute atom �B� at the interphase boundary, it is
essential to understand first how elasticity affects this basic
process. The first part of our analysis will thus be concerned
with the interplay between the local �atomic scale� and the
global �overall shape� elastic effects upon the addition of
solute atoms at different sites along the surface of the inclu-
sions; these calculations were carried out within the QCM
through sequences of elastic relaxations.

In order to obtain information on the behavior of both
faceted and rough regions of the surface, a rounded-
hexagonal inclusion with a maximum radius of 70� was cho-
sen as model system; this is illustrated in Fig. 1�a�. Antici-
pating our results, we note that this configuration is typical of
those observed in growth conditions. Due to its symmetric
shape, only a small portion of the interface �shown in Fig.
1�b�� needs to be monitored; this contains half the long ter-
race composing a �10� facet �centered at � /6�, in addition to
a rough region containing many small terraces. The elastic
addition or substitution energy Eelastic

A→B , i.e., the change in
elastic energy resulting from the exchange of an A atom with
a B atom at the surface of the inclusion, will be computed for
every site along the interface shown in Fig. 1�b�. The ener-
gies for sequential filling �lateral growth� of terraces on the
facet were also computed, in both forward �from the center
of the terrace toward the step edge� and backward �from the
step edge toward the center of the terrace� directions.

The second part of our analysis will deal with the conse-
quences of elasticity, as determined by the QCM calcula-
tions, on the coarsening dynamics of a collection of inclu-

sions; these calculations were performed using the multiscale
TDDFT model described in Sec. II. More specifically, we
investigate how Eelastic

A→B affects the shape of the inclusions,
their growth, and their chemical potentials. Growth and
evaporation were studied using the TDDFT in the grand-
canonical ensemble, i.e., with the boundary of the simulation
cell acting as constant source or drain of chemical potential.
Typically, undersaturations or supersaturations below 0.2%
are used in the present study. In all cases, circular inclusions
with R=40� were used as the initial configuration. Since the
model system studied here is basically a substitutional alloy
�notwithstanding the very small vacancy concentration�, the
inclusions will be characterized by the value of �i=�B
−�A, where �A and �B are the chemical potentials of species
A and B inside the �B-rich� inclusions, respectively.

We conclude this section with some remarks on terminol-
ogy. We frequently refer here to “facets,” even if, strictly
speaking, these do not exist �in the thermodynamical sense�
for 1D interfaces; a more rigorous term would be “quasifac-
ets.” In the same spirit, “layer-by-layer” growth strictly oc-
curs only when partial layers behave as a low-dimensional
undercritical phase, also rigorously impossible on a 1D inter-
face, even if the filling fraction vs � curves can be extremely
sharp �46�; here we use “layer-by-layer” in a weaker sense to
describe growth by successive addition of laterally growing
layers.

IV. RESULTS

A. Elastically homogeneous systems

The properties of inclusions �e.g., the interfacial free en-
ergy� are affected by the atomic-scale structure along the
surface even in absence of elastic misfits. Also, the shape can
be modulated by kinetic factors; for example, growth modi-
fies the local curvature of the surface through Mullins-
Sekerka shape instabilities �59,60�, or its profile through sol-
ute trapping �61,62�. These effects usually become
significant only for relatively large growth rates. Others, such
as kinetic faceting �63,64�, can affect slowly moving inter-
faces; this takes place when faceted orientations grow more
slowly than rough orientations, so that fast orientations
gradually grow out of existence. This typically occurs at low
to moderate growth rates because it requires the chemical
potential difference between step sites and terrace sites to be
significant compared to the driving force. Conversely, inclu-
sions that suffered evaporation �or dissolution� are more
rounded. Since we are mostly concerned with coarsening in
the dilute limit here, only low growth rates will be investi-
gated; for larger driving forces, see Ref. �49�.

As there is no coupling between the local and the global
interface structure in misfit-free systems, the results in this
section will serve as a reference for clearly separating elastic
effects from other, purely chemical, contributions. Without
elastic misfits, elastic substitution energies vanish, and we
therefore directly proceed with the TDDFT results.

We investigate first the effect of growth and evaporation.
During growth, as can be seen in Fig. 2�a�, the shape of the
inclusion �initially circular� remains essentially unchanged
�cf. continuous line�, indicating that thermodynamic or ki-

FIG. 1. Model inclusion used in the calculation of substitution
elastic energies. �a� General shape of the inclusion; double lines
indicate �10� facets; the angular convention used is also shown. �b�
Atomic-scale structure of the interface; grey circles correspond to
atoms within the inclusion �type B�; matrix atoms �type A� are not
shown for clarity.
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netic faceting are relatively unimportant at this temperature
and for this growth rate. Yet, small modulations in the shape
of the inclusion are visible near �=� /6, corresponding to the
low-energy �10� plane of the triangular lattice �see Fig. 1�.
This behavior is the consequence of orientational variations
in the interfacial free energy and hence, the concavity of
R��� near � /6 is the signature of a weak faceting tendency in
regions of the surface close to �10� orientations. During
growth, the inclusion oscillates between this weakly faceted
state and a nearly circular one as a function of the filling
fraction of the interface layer. A similar behavior is observed
for evaporation, Fig. 2�b�, supporting the thermodynamic �as
opposed to kinetic� origin of the modulations. The impor-
tance of this natural tendency to form partially faceted
shapes will be demonstrated below. In contrast, away from
� /6 �i.e., in rough regions�, R��� increases continuously
without deformation as growth proceeds.

Since the chemical potential of an elastically homoge-
neous inclusion is a function of the curvature of its surface,
variations in the latter will affect the former: even a weak
tendency to facet changes the average number of A–B bonds
per interface atom, and hence the chemical potential of the
inclusion. As shown in Fig. 3, oscillations in �i are indeed
observed, superimposed on the usual capillarity 1 /Req depen-
dence. The minima correspond to a perfect circular shape
while the maxima correspond to a partially faceted shape. As
expected, the period of the oscillations �see Figs. 3�b� and
3�c�� is precisely the distance between neighboring �10�
atomic layers, that is �3� /2=0.866�.

The effect of the shape modulations of an inclusion on
�i can be parametrized using a few simple hypotheses.
First, if we assume the inclusion to possess a partially fac-
eted �rounded-hexagonal� shape similar to that shown in Fig.
1, we can write

RRH��� =

�3R0

sin��� + �3 cos���
if �� −

�

6
� � � f ,

�3R0

sin�� f +
�

6
� + �3 cos�� f +

�

6
� if �� −

�

6
� 
 � f .

�13�

The facets are oriented along the �10� direction and occupy
an angular spread 2� f �� f =0 for a circular inclusion and � /6
for an hexagonal inclusion�. Here, 0���� /3; values of
RRH for � outside this range are obtained by evaluating the
expression at ��=mod�� ,� /3�. Second, the chemical poten-
tial of a partially faceted inclusion may be written

�i�Req,� f� = �C + D�exc�� f� − exc�0��	/Req + �i
�,

�14�

where C and D are constants related to the interface free-
energy, exc�� f� is such that the excess number of A−B bonds
per interface atom for a shape given by Eq. �13� is
exc�� f� /Req �obtained numerically�, and �i

� is the value of
�i at thermodynamic coexistence �i.e., between macro-
scopic phases�; C, D, and �i

� are treated as adjustable pa-
rameters. Third, and finally, we assume that the inclusion
oscillates between two states characterized by two angles,
� f

max and � f
min with a period of �3� /2 �see above�:

� f�Req� = � f
min + �� f

max − � f
min� sin�4�Req/�3 + �� + 1

2
� .

�15�

Thus, � f
min measures the stable departure from the circular

shape �for example, in the event of facetting�, while �� f
max

−� f
min� represents the amplitude of the change in shape in the

course of adding �removing� a complete new layer to �from�
the inclusion.

FIG. 2. Angular dependence of the radius R��� of a homoge-
neous inclusion at different times �a� under growth and �b� under
evaporation. � is defined in Fig. 1; � /6 corresponds to the center of
a �10� facet. Symbols appear in order of increasing time: circles,
squares, diamonds, and triangles. The dashed and continuous lines
show the expected dependence for a perfect hexagon and a perfect
circle, respectively. The initial state of the inclusion is a circle of
radius R=40�.

FIG. 3. �a� Chemical potential difference �i=�B−�A between
species B and species A as a function of the size of a homogeneous
inclusion during evaporation for Req�40� �left-pointing arrow� and
during growth for Req
40� �right-pointing arrow�. �b� and �c�
Close-up views near Req=30� and Req=50�, respectively.
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The values of C, D, and �� are obtained by fitting the
calculated �i to Eq. �14�, while � f

min � f
max are obtained by

fitting to Eq. �13�. From the data of Fig. 3, we find � f
min=0

and � f
max=0.07. Note that these values are valid for all sizes,

and for both growth and evaporation. As shown in Fig. 3�c�,
the agreement between the model and the data is excellent.
From now on, the value of D obtained here �5.25� will be
kept constant when fitting other �i�Req� curves to Eq. �14�.
This will serve as an estimate of the contribution of shape
modulations to �i.

Three important consequences can be inferred from the
fact that the circular shape is maintained during growth: �i�
the interface free-energy is nearly isotropic at the tempera-
ture considered; �ii� the kinetic coefficient �related to the
growth speed of different orientations of the interface� is
isotropic at this temperature and supersaturation; and �iii�
shape instabilities are absent for the growth rate considered.
Departures from these characteristics will thus be attributed
to elasticity.

B. Energetics of inhomogeneous inclusions

Before repeating the previous analysis on misfitted inclu-
sions, we discuss their energetics in order to assess whether
interfacially induced shape modifications are favored or im-
peded by elasticity. These calculations, carried out within the
QCM, also provide an estimate of the elastic energies in-
volved.

It is known since Eshelby that, within linear elasticity,
hard inclusions have minimum elastic energy when circular
and soft inclusions when platelike �very elliptic� �65�. This is
verified in our QCM calculations, as shown in Fig. 4�a�: The
transition to an elliptic shape increases the elastic energy of
the HI by about 3% ��0.07	 per B atom�, while the elastic

energy of the elliptic SI drops by about 2.5% relative to that
of the circle ��0.02	 per B atom�. In order to assess the cost
of faceting, we also considered hexagonal inclusions: the
elastic energy increases by 1.5% upon faceting for the HI,
while it decreases by roughly the same amount for the SI.
Thus, from the energetics point of view, elasticity either pro-
motes �SI� or limits �HI� faceting. However, since the bulk of
the excess elastic energy is stored in the tips of the hexagon,
partial faceting incurs a relatively low cost in energy. As a
final point, it is interesting to note that the relative elastic
energies of the different inclusions depend on size, especially
at small sizes. This is a manifestation of interface contribu-
tions to the elastic energy, which are ignored in conventional
linear-elasticity calculations �66�.

The spatial distribution of elastic energies is strongly non-
uniform. For circular inclusions and harmonic interactions,
the energy density is constant inside an inclusion and decays
with 1/r4 outside, the displacements being proportional to r
and 1/r, respectively �67�. Thus, for hard inclusions—for
which most of the deformation occurs within the matrix—the
elastic energy is mainly located within a thin region close to
the interface �27,30�; in contrast, for soft inclusions, the ma-
trix is only weakly perturbed and the elastic energy is uni-
formly distributed within the inclusion. This observation em-
phasizes the importance of a careful treatment the interface
region, since the strain varies very rapidly in its vicinity.

Of course, the �chemical� interfacial energy also contrib-
utes to determining the equilibrium shape of the inclusions.
Using linear elasticity and an interface energy which is iso-
tropic �i.e., does not depend on orientation�, Johnson et al.
�68� have shown that, in two dimensions, the equilibrium
shape of the HI is circular for all sizes, while it changes from
circular to elliptic �through a second-order transition� with
increasing size in the SI. This behavior can also be inferred
from our QCM calculations, as demonstrated in Fig. 4�b�
which shows the size dependence of the total �elastic plus
interfacial� energy. At T=0, the interfacial energy is here
given by the number of A−B bonds times 	AA+	BB−2	AB
=0.3	. As can be seen in Fig. 4�b�, the elliptic HI is energeti-
cally disfavored for all sizes. For the SI, the ellipse initially
possesses higher energy than the circle, due to its larger cir-
cumference; as size increases, the gain in interfacial energy
is eventually offset by the decrease of the elastic energy. This
behavior was shown earlier to be correctly described by our
TDDFT model �49�. Note that the crossover occurs around
R=100�; this is above the maximum size considered in the
TDDFT calculations �70��, and we can therefore be confi-
dent that the equilibrium shape of all our inclusions is a
circle. Finally, owing to the small cost in interfacial energy
they incur, faceted inclusions can be energetically advanta-
geous over circular ones. This is the case for both SI and HI,
as shown in Fig. 4�b�. As the area/perimeter ratio increases,
the faceted HI energy eventually increases above that of the
circular HI. In contrast, since the elastic energy of the faceted
SI is lower than of the circular SI, the former possesses a
lower total energy over the whole range of sizes considered
here. Of course, this analysis is only valid a T=0; as shown
in the previous section, finite-temperature entropic contribu-
tions offset this energy advantage at T=0.5	 /kB.

FIG. 4. Energies of various types of inclusions �as indicated�
relative to that of a circular inclusion as a function of equivalent
radius �i.e., the radius of the circle having identical area�: �a� elastic
energies; �b� total energies. The elliptic inclusions have an eccen-
tricity of 0.75.
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C. Hard inclusions

1. Hard inclusions with low interface misfit (HI-LM)

We undertake now a systematic investigation of the inter-
play between elasticity, interface structure, and chemical po-
tential in the different types of inclusions, starting with the
case of a HI-LM. We begin by examining the elastic contri-
bution to the energy required for substituting a B atom for an
A atom at various sites along the surface of the inclusion.
The results, presented in Fig. 5, show that Eelastic

A→B depends
sensitively on both the local state of the interface �local
atomic configuration� and the overall shape of the inclusion.
To illustrate this, consider, for example, the faceted region:
while every site along the terrace has the same local neigh-
borhood, Eelastic

A→B nevertheless varies strongly with position,
from 0.045	 at the center of the facet �indicated by label A�
to 0.085	 at the edge �B�. We note, in passing, that this is not
significantly different from the Eelastic

A→B for sequential filling
of the terrace—which proceeds by substitution at a step in-
stead of directly on the terrace—from either the center or the
edge. In the rough region, elasticity slightly favors substitu-
tion at steps �0.065	 �C�� over edges �0.085	 �D��, and
Eelastic

A→B is generally larger than on the facet.
This “landscape of addition energies” leads to a slight

increase of the stability of terraces on facets in comparison to
the misfit-free case. From Fig. 5 we see that the change in
elastic energy for evaporating an atom at a step in the rough
region is about −0.07	 �C�, while it ranges between −0.05
and −0.065	 at a step on a facet which is sufficiently far from
the edge of the terrace �see the curve for forward sequential
filling�. Terraces on facets therefore tend to be stabilized by
elasticity, the more so that they are shorter �since the energy
gain in evaporating a B atom is lowest in the middle of the
facet�.

From the point of view of kinetics, the preferential attach-
ment of B atoms at steps �C� vs edges �D� in the rough
regions slightly promotes the lateral growth of terraces, lead-
ing to the expansion of pre-existing facets. This process is
however, self-limiting since the longer the terrace, the larger
Eelastic

A→B at the steps �see the dashed line in Fig. 5�. This is
related to the increase of elastic energy upon faceting, as
reported in Sec. IV B. Thus, we would expect the inclusions
to gradually adopt a rounded-hexagonal shape. On the other
hand, the low values of Eelastic

A→B on long terraces have the
opposite effect, viz. favoring the nucleation and growth of
new terraces �preferably from the center of facets�. The in-
clusion’s evolution dynamics will result from a balance be-
tween these two competing factors.

Consistent with these observations, the TDDFT simula-
tions reveal that elastic contributions to the shape of the in-
clusion during growth or evaporation are small; this is
clearly seen in Fig. 6 �HI-LM�, as well as Fig. 7. Growth and
evaporation behave in qualitatively the same way as in the
misfit-free case, i.e., continuously, except for small modula-
tions around �=� /6 �Fig. 7�. Quantitatively, the shape
modulations are slightly more pronounced: fitting to Eq. �13�
for Req=50� yields �� f

min,� f
max�= �0,0.11� here, vs �0,0.07�

in the misfit-free case. This is consistent with the discussion
above concerning the stabilization of terraces on facets.

FIG. 5. Change in elastic energy following the substitution of an
A atom for a B atom at different positions along the interface of an
HI-LM inclusion �filled circles and continuous line�; the dashed and
dotted lines correspond to forward and backward sequential filling,
respectively. Capital letters refer to the various sites along the in-
terface discussed in the text. A: center of the facet; B: edge of the
facet; C: step; D: step edge. The bottom panel is the same as Fig.
1�b�.

FIG. 6. Shapes of the four types of misfitted inclusions during
growth �continuous line� and evaporation �dashed line�; the dotted
line is a circle of radius R=50� that serves as a reference.

FIG. 7. Same as Fig. 2 for the HI-LM case.
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Similar results are obtained in evaporation. Modest kinetic
faceting is also observed upon growth, � f

min increasing to
0.03 at Req=70�.

The stabilization of facets can also be inferred from the
behavior of the chemical potential of the inclusion, shown in
Fig. 8: the amplitude of the oscillations of �i is here three-
fold enhanced compared to the homogeneous case. The ex-
cellent agreement with the predictions of Eq. �14� �see Fig.
8�c�� confirms that this enhancement is essentially due to the
increase of � f

max.

2. Hard inclusions with high interface misfit (HI-HM)

We turn now to the HI-HM case; because of the large
interface misfit, the effects of elasticity are evidently ex-
pected to be more important. The elastic substitution ener-
gies, presented in Fig. 9, indeed show an increase in both
magnitude and sensitivity to the local and the global inter-
face structure as compared to the HI-LM case.

A first noteworthy feature of the substitution energy land-
scape is the very large values of Eelastic

A→B on the facets, which
range from 0.125	 at the center �A� to 0.18	 at the edge
�B�—two or three times the barrier for addition at steps in

the rough region, 0.065	 �C�. However, the nucleation of a
new terrace on a facet causes Eelastic

A→B to decrease drastically:
the energies for sequentially filling a facet �either from the
center or from the edge—see the dashed and dotted lines in
Fig. 9� drop to about 0.05	 once a first B atom has attached,
i.e., below the value for steps in rough regions �C�. Thus,
elasticity imposes a strong barrier to the nucleation of new
terraces on facets, but not against their growth once they
have started to form. In rough regions, the larger misfit
causes an increase of Eelastic

A→B at step edges to about 0.14	
�D�, while substitution at steps remains essentially the same
as in the low-misfit case �0.065	 �C�.

Similar to the HI-LM case, elasticity affects the shape of
inclusions by stabilizing terraces on facets: the gain in elastic
energy for evaporating an atom is indeed lower from a step
on a facet �dotted line� than from a step in the rough region
�C�. In contrast with the HI-LM case, however, the distribu-
tion of Eelastic

A→B strongly promotes kinetic faceting. Indeed, in
addition to the strong bias in favor of the attachment of B
atoms at steps in the rough region, which drives the lateral
growth of existing terraces, elasticity opposes a large barrier
to the nucleation of new terraces on pre-existing facets as
noted above, further limiting the growth along these orienta-
tions. Thus, rather than competing as in the HI-LM case,
these two factors combine now to favor the growth of exist-
ing facets. However, as discussed earlier, given the rapid
increase of Eelastic

A→B near the edges of the facets �B�, faceting
is self-limiting. In addition, the structure of Eelastic

A→B induces
a transition from continuous to lateral layer-by-layer growth
on the facets: the nucleation of new terraces preferentially
occurs at the center of facets �A� where the substitution en-
ergy is smallest; subsequent growth proceeds by sequential
filling of the facet, as discussed above.

Enhanced faceting is indeed observed in the TDDFT
simulations. Very sharp facets form near �=� /6, as shown in
Fig. 10 �cf. circles and dashed line� as well as Fig. 6. Further,
the layer-by-layer growth mode anticipated above is also ob-
served: the nucleation of a new layer �squares to diamonds�
occurs from the center of an initially clean facet �circles� and
is followed by lateral growth �diamonds to triangles�. During
the first part of the process, the rough region �near �=0� does
not grow appreciably, as it is more advantageous for B atoms

FIG. 8. Same as Fig. 3 for the HL-LM case.

FIG. 9. Same as Fig. 5 for the HI-HM case.

FIG. 10. Same as Fig. 2 for the HI-HM case.
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to attach at the steps of the newly formed terrace �near �
=� /6�. As the latter develops, substitution energies at its
steps increases to the point that further growth is gradually
outpaced by the growth of rough regions �diamonds to tri-
angles�. By then, a complete layer has formed and the cycle
repeats itself.

The stabilization of facets also occurs during evaporation.
Indeed, the terrace on the facet is the last section of the layer
to evaporate; faceting is however less important than during
growth. From a fit to Eq. �13�, one obtains the following
parameters for the facets: �� f

min,� f
max�= �0.01,0.15�,

�0.01,0.18�, and �0.11,0.18� for Req� 30�, 50�, and 70�,
respectively.

The steady increase of � f
min shows that the kinetics

strongly contributes to faceting: the high barrier for addition
on a clean facet efficiently opposes growth along the corre-
sponding orientation �viz. �10�� compared to that in rough
regions. This leads to the development of an increasingly
faceted shape.

As shown in Fig. 11, the large modulations in the shape of
the inclusion we have just described have a profound effect
on the size dependence of �i, which now exhibits very
large oscillations during both growth and evaporation. Upon
comparing with the predictions of Eq. �14� �cf. Fig. 11�c��,
we find however that the oscillations are too large to be
accounted for by shape modulations alone. Thus, another
process is at play, which can in fact be inferred from the
behavior of Eelastic

A→B �Fig. 9� as follows: For partially faceted
shapes �corresponding to maxima of �i�, low-energy sites
are not available for the addition of B atoms because of the
high cost of A→B substitution on top of a facet. Since �i is
the average increase of the free energy for such substitution
processes at the interface, high values of Eelastic

A→B translate
into high values of �i. However, as soon as the nucleation
of a new terrace occurs, low-energy sites become available
for other B atoms to attach, causing a drop in �i, in addi-
tion to that caused by the shape change. Note that this was
not observed in the HI-LM case because Eelastic

B→A does not
change significantly following the nucleation of new terraces
on facets, and because the substitution energies are much
smaller in this case.

It can also be appreciated from Figs. 11�b� and 11�c� that
the profile of �i differs quite a bit from the simple model of
Eq. �13�. This is a consequence of the peculiar growth be-
havior of HI-HM: the transition from maxima �clean facets�
to minima �nucleation of new terraces on facets� occurs in a
very small interval of Req because the rough regions do not
change appreciably during the transition �see Fig. 10�, in
contrast to either the misfit-free or the HI-LM case. Once the
�fast� formation or evaporation of small terraces on facets is
completed, the evolution of the rough regions proceeds more
uniformly, leading to smoother variations of �i with Req.

3. Summary of results for hard inclusions

The previous two sections demonstrate that elastic inho-
mogeneities strongly affect the growth of inclusions. They
also highlight the important role played by interfacial
elasticity—recall that in both low- and high-misfit cases, the
“bulk” elastic properties of inclusions and matrix are the
same, while they differ at the interface. At low misfit, the
inclusions behave in much the same way as in the homoge-
neous case. At large misfit, however, the energetics of the
addition of solute atoms is significantly modified, with two
important consequences: �i� �efficient� kinetic faceting is
triggered and gradually pushes the inclusion away from equi-
librium; �ii� strong oscillations of the chemical potential de-
velop as a function of the filling fraction of the outer layer
�in agreement with our previous results �48��. We stress
again here that a proper account of these effects requires an
atomic-scale description of the interfaces; this is further war-
ranted by the demonstration of the very strong dependence of
the local energetics on both local and global interface struc-
ture.

D. Soft inclusions

1. Soft inclusions with low interface misfit (SI-LM)

We now turn to soft inclusions, beginning with the SI-LM
case. Given the low misfit, and the low elastic energy stored
in soft inclusions, the influence of elasticity on interface
properties is expected to be very small. This is in fact con-
firmed by the elastic substitution energies shown in Fig. 12:
Eelastic

A→B �0.02	, compared to 0.05−0.09 for HI-LM and
0.05−0.18 for HI-HM. Even more significant is the fact that
Eelastic

A→B is almost independent of position along the interface,
the variations being �0.005	; we therefore do not expect
growth to depend strongly on orientation. In fact, substitu-
tion on a facet is totally independent of position, except in
the case of sequential filling where Eelastic

A→B decreases
abruptly at the edge of the terrace �B�. Further, only small
energy differences are found between steps and step edges in
the rough region. Consequently, the behavior of SI-LM
should be quite similar to that of a misfit-free inclusion, ex-
cept perhaps for a small kinetic faceting tendency arising
from the fact that barriers for addition on facets �either on a
clean facet or at the steps of a terrace on a facet� are slightly
larger than in the rough region.

The TDDFT calculations, presented in Figs. 6 and 13,
confirm that the shape of the inclusions during growth and

FIG. 11. Same as Fig. 3 for the HI-HM case.

DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW E 75, 011604 �2007�

011604-10



evaporation is essentially unaffected by the small elasticity
�compare with Fig. 2�. From a fit of R��� to Eq. �13�, we
obtain �� f

min,� f
max�= �0,0.08� for both Req�30� and Req

�50�, very close to the misfit-free values ��0,0.07��. Yet, a
small kinetic contribution can be detected during growth, as
� f

min increases to 0.03 when Req�70�. Note that the inclu-
sion does not spontaneously adopt a faceted shape even if the
calculations reported in Sec. IV B indicate that this would
lower the total elastic energy. In fact, we observe that the
inclusion relaxes to the circular shape even if its initial shape
is hexagonal. This shows that entropic effects are strong
enough to compensate the energetic advantage of the hex-
agonal shape at the temperature used.

As shown in Fig. 14, the chemical potential of the inclu-
sion is not significantly affected by the small shape modula-
tions, the latter being nearly identical to that of the misfit-
free inclusion. Finally, comparison with Eq. �13� confirms
that variations of the chemical potential are essentially
caused by shape modulations during growth �see Fig. 14�c��.

2. Soft inclusions with high interface misfit (SI-HM)

We conclude our study of the different types of inclusions
with the SI-HM case. The substitution energies are presented

in Fig. 15. The misfit is sufficiently large that the elastic
energies now depend in a significant manner on the local and
global interface structures. In particular, the addition energy
clearly decreases as the edge of the terrace �B� is ap-
proached. However, sequential filling of the facet from either
side strongly modifies this behavior: upon filling from the
edge �dotted line in Fig. 15�, Eelastic

A→B jumps from �0 to
�0.02	 upon the addition of a single B atom, then slightly
increases toward the center of the facet. Likewise, upon fill-
ing from the center �dashed line�, Eelastic

A→B forms a little cusp
following the addition of the first atom, then gradually de-
creases toward the edge. Finally, in the rough region, Eelastic

A→B

behaves in much the same way as for hard inclusions: sub-
stitution at steps ��0.02	—C� is favored over substitution at
step edges ��0.03	—D�. Note that the addition energies for
sequential filling are slightly larger on facets than in rough
regions.

As discussed previously, the behavior of Eelastic
A→B in the

rough region favors the lateral growth of existing terraces.
Further, the �slightly� larger values of the addition energies
on terraces also favor faceting, as in the HI-HM case. How-
ever, unlike hard inclusions, self-limitation of the faceting
process is absent; on the contrary, faceting is self-promoting

FIG. 12. Same as Fig. 5 for the SI-LM case.

FIG. 13. Same as Fig. 2 for the SI-LM case.

FIG. 14. Same as Fig. 3 for the SI-LM case.

FIG. 15. Same as Fig. 5 for the SI-HM case.
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here, as Eelastic
A→B decreases toward the edge of the facet. This

is in agreement with the results of Sec. IV B showing a de-
crease of the elastic energy upon faceting. Thus, thermody-
namics and kinetics concur to promote faceting in the present
situation.

TDDFT simulations confirm that faceting is significant in
this case, as can be seen in Fig. 6 and, more quantitatively, in
Fig. 16: near �=� /6, R��� closely follows the curve corre-
sponding to a perfect facet. Further, deviations from the cir-
cular shape are now generalized as R��� remains concave
down to �=0 �recall that R���=cst. for a circular inclusion�.
In fact, deviations are so important that R��� can no longer
be separated into a facet and a rough region during growth.
As in the HI-HM case, the addition of a new layer is initiated
from the center of the facets �squares�. The new terrace
grows by sequential filling �diamonds�; once the latter
reaches its final size �triangles�, addition continues in the
rough region. Figure 16 also reveals that evaporation be-
haves very differently, faceting being now much less impor-
tant �notice the difference in scale between panels �a� and
�b��. A quantitative analysis of the angular size of the facets
during growth gives �� f

min,� f
max�= �0.07,0.21� for Req�50�,

reaching �0.21,0.24� for Req�70�. In contrast, during
evaporation, � f ranges between 0 and 0.12, providing further
evidence for an important kinetic component to faceting.

As in previous cases, oscillations in the shape of the in-
clusion show up in the behavior of �i, presented in Fig. 17.
The impact of kinetic faceting can also be observed in this
figure, the amplitude of the oscillations in �i increasing
with size. Comparison with Eq. �14� indicates that these os-
cillations are essentially due to shape modulations. This re-
sult is not surprising given the relatively small values of
Eelastic

A→B , and the weaker dependence on the interface state
compared to HI-HM.

3. Summary of results for soft inclusions

Given the low elastic energies involved in the relaxation
of soft inclusions compared to hard ones, only small devia-
tions from the homogeneous case were expected. This is in-
deed the situation for low-misfit inclusions, which essentially
behave as misfit-free �homogeneous� inclusions. However,

upon increasing the interface misfit, strong kinetic faceting
develops which induces large oscillations in the chemical
potential as a function of increasing size. This once again
results from changes in the distribution of elastic substitution
energies because of the coupling between local and global
interface structure. Note that the magnitude of the elastic
substitution energies are quite small here compared to the
HI-HM case; still, faceting is much more efficient. This un-
derscores the importance of the self-limitation of kinetic
faceting in HI-HM and of self-promotion in SI-LM. These
results also demonstrate that small variations in the local
energetics of the interface can affect the general behavior
during growth, hence the importance of explicitly consider-
ing atomic-level elastic contributions.

V. DISCUSSION

Our QCM and TDDFT calculations unambiguously estab-
lish the crucial importance of an atomic-scale description of
the interface for reproducing the wide variety of possible
behaviors induced by interface elasticity. We have shown
that the chemical potential is strongly affected by modula-
tions of the shape of the inclusions as well as by the ener-
getics of the interface sites available for incorporating solute
B atoms. Our calculations also show that chemical potentials
which continuously and monotonously decrease with in-
creasing inclusion size are the exception and not the rule as
far as inhomogeneous elasticity is concerned. This implies
that assumption �i� of the LSW model—the validity of the
capillarity approximation, i.e., the chemical potential of an
inclusion is proportional to the curvature of its interface—is
violated, and hence normal coarsening, �R�� t1/3, does not
necessarily take place.

In order to understand the consequences of the chemical
potential oscillations on the coarsening behavior of a dilute
assembly of inclusions, we have constructed and numerically
solved a generalized LSW model which, as with the original
LSW model �6�, provides an equation of motion for the evo-
lution of the size distribution f�t ,R� of the assembly:

FIG. 16. Same as Fig. 2 for the SI-HM case.

FIG. 17. Same as Fig. 3 for the SI-HM case.
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� f�t,R�
�t

= −
�

�R
dR

dt
f�t,R�� , �16�

where dR /dt is the rate at which an inclusion of radius R
grows. By analogy with Eq. �9�, one gets

dR

dt
�

1

R
�Am − AI�R�� , �17�

where Am and AI�R� are the activities within the matrix and
inclusion, respectively; for simplicity, the vacancies are ig-
nored. The activity of the matrix is taken to be proportional
to the solute supersaturation �t�, while the activity of the
inclusion follows a modified Gibbs-Thomson behavior

Am�t� = �t� , �18�

Ai�t� = C1/R + C2�cos�4�R/�3� + 1�/2 �19�

with C1 and C2 arbitrary constants; note that setting C2=0
recovers the original LSW model. In order to close the sys-
tem of equations, we must enforce conservation of solute
atoms

Q0 = �t� + �
0

�

�R2f�R,t�dR , �20�

where Q0 is the initial, total supersaturation.
In what follows, we set C1=0.00025�−1 and vary the

value of C2 between 0 and 3�10−6; f�0,R� is �arbitrarily�
taken to be constant between R=13� and 21� and zero else-
where. The average inclusion size �obtained by numerically
integrating Eq. �16�� is presented in Fig. 18. This figure
shows that the chemical potential oscillations �or equiva-
lently, the activity oscillations, Eq. �19�� do not affect the
early stages of coarsening, which exhibits the normal LSW
behavior �dashed line�. However, when the amplitude of the
oscillations �as determined by C2� gets sufficiently large,
coarsening is completely inhibited in later stages: after a
transient period where the growth exponent gradually de-
creases, the system becomes kinetically frozen and the size

distribution function ceases to evolve. The stabilization of
the average inclusion size is not caused by some sort of
inverse coarsening, which would imply gradual narrowing of
the size distribution. In fact, the opposite is true: the distri-
bution widens with time, as shown in Fig. 19 for C2=3
�10−6. For �R��30�, the size distribution is little affected
by the oscillations in the chemical potential, as it is close to
the predictions of the classical LSW model �dashed line�.
However, as time runs �and �R� gets larger�, the small R
section of f�R , t� rapidly becomes frozen, while the large R
maximum moves toward larger values, causing the formation
of a gradually widening bimodal distribution. The large size
peak gradually decays, leaving a long tail in its wake, until
coarsening completely stops.

This behavior can be understood in terms of the growth
rate of the inclusions dR /dt, Eq. �17�; the results for this
quantity are presented in Fig. 20. The main consequences of
the oscillations is that dR /dt possesses multiple zeroes, in
contrast to the pure-capillarity case which has only one zero
at any given time. This difference is of great significance
because it implies that a finite fraction of the inclusions can
simultaneously be in equilibrium at the same supersaturation,
while this fraction is vanishingly small for smooth chemical
potentials. For small average size �R� �see �R�=30� in Fig.

FIG. 18. Average inclusion size for different values of the pa-
rameter C2 as obtained using the modified LSW model �see text for
details�.

FIG. 19. Size distribution function f�t ,R� at various average size
�and thus time� for C1=0.00025�−1 and C2=3�10−6. The dashed
line is the LSW result �C2=0�; the different curves have been
shifted for clarity.
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FIG. 20. Growth rate dR /dt �Eq. �17�� at two values of the
average size for C1=0.00025�−1 and C2=3�10−6; the increase in
the average size is a measure of time since the system is in a
coarsening mode.
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20�, equilibrium �dR /dt=0� is only possible over a rather
small range of sizes �roughly between R=22� and R=28��,
so that the effect on the overall dynamics of the system is
limited and coarsening proceeds normally. For larger average
inclusion size �see �R�=58� in Fig. 20�, the range of possible
equilibrium states expands �to R=40�−75��, causing a
gradual freezing of the distribution function. In fact, only the
two extremes of the distribution �in regions where the growth
rate does not cross the equilibrium dR /dt=0 line� are able to
evolve, causing the formation of a bimodal distribution and,
subsequently, of a large size tail. Eventually, the whole dis-
tribution function is located in regions where equilibrium
with the matrix is possible, causing the coarsening to com-
pletely stop.

These results demonstrate, again, that the oscillations of
the chemical potential during growth significantly affect the
coarsening behavior of the inclusions, and can even lead to a
complete stabilization of the microstructure without appeal-
ing to inverse coarsening. Indeed, a rapid decrease of the
coarsening exponent from 1/3 at early times to 0 at later
times is observed. The oscillations can also strongly modify
the size distribution of the inclusions through the formation
of a large size tail.

The �R� vs t curves presented in Fig. 18 are in striking
agreement with the behavior observed in such elastically in-
homogeneous alloys as Ni-Cu-Si and Ti-Mo �20�. In these
systems, coarsening initially proceeds according to the LSW
theory with a growth exponent of 1 /3, then abruptly stops.
We note that, in contrast to this, recent large-scale phase-field
simulations have predicted that coarsening proceeds with a
reduced, but constant, exponent in elastically inhomoge-
neous systems �34�. In view of the agreement of our findings
with experiment, we may conclude that the physical process
responsible for microstructural stabilization in elastically in-
homogeneous alloys is not properly included in phase-field
models; our calculations indicate that the “missing link” is
interface, atomic-scale elasticity. In addition, the oscillations
in the chemical potential very likely explain the widening of
the size distribution function observed during slow coarsen-
ing in some alloys �11,12,69�, as discussed above.

It must nevertheless be mentioned that the present analy-
sis suffers from two limitations. First, coarsening is assumed
to arise strictly from the thermodynamic driving force Am
−AI�R�. In real materials, thermal fluctuations enhance
coarsening by helping the system to escape from long-lived
metastable states even if the thermodynamic driving force
alone is insufficient for this. For example, the nucleation of
new terraces onto a facet of an HI-HM would abruptly de-
crease the chemical potential of an inclusion, allowing it to
grow further. What was identified as a transition from a
coarsening state to a frozen state in the present model is in
fact a transition from diffusion-limited coarsening to
nucleation-limited coarsening. For small nucleation barriers,
thermal fluctuations enable coarsening to continue, albeit at a
very small rate, while as shown by Rohrer and collaborators
�70�, higher barriers �compared to kBT� virtually stop coars-
ening on experimental timescales. Second, it is known from
experiment that the volume fraction of the inclusions affects
coarsening in elastically inhomogeneous systems �18,20�;

this is not taken into account here. Thus, the slowdown of the
kinetics is most likely not the result of interface effects
alone. The impact of direct interactions between inclusions
through the long-ranged strain field will be the subject of
future investigations.

An aspect that has not been considered here it that metal-
lic alloys are generally elastically anisotropic, implying the
presence of “soft” orientations along which inclusions have a
tendency to align. Consequently, inclusions usually adopt a
cuboid shape with well-defined facets. Interface elasticity
could thus be even more important in elastically anisotropic
systems since, with large facets, the spectrum of addition
energies is likely to become very wide, leading to larger
oscillations of the chemical potential and hence larger impact
on coarsening.

VI. CONCLUSION

We have studied the role of interfacial elastic effects on
the behavior of inhomogeneous inclusions under growth or
evaporation conditions using a two-dimensional model based
on the classical TDDFT formalism. This was achieved by
decoupling the effect of “bulk” misfit from the effect of “in-
terface” misfit through independent variations of the in-
traspecie and interspecie terms of the interatomic potential.
While it is already well known that strong inhomogeneities
are able to considerably modify the coarsening behavior of
the inclusions, our results show that the level of interface
misfit is also crucially important: at low interface misfit, the
behavior of isolated inclusions is similar to that of elastically
homogeneous inclusions but a high interface misfit induces
very strong coupling between the global shape of the inclu-
sions and its structure on a local, atomic scale. This alters the
energetics of the interface by favoring incorporation of solute
atoms at certain specific sites. In turn, the new energy land-
scape modifies the morphology of the inclusions during
growth, and hence the chemical potential of the inclusions.
Oscillations of the chemical potential following the addition
or subtraction of a new layer around the inclusion are shown
to be commonplace in elastically inhomogeneous systems at
high interface misfit. Using a modified LSW model, we have
shown that, in presence of these oscillations, coarsening ini-
tially proceeds normally �with a 1/3 exponent� but eventu-
ally stops completely, leading to stabilization of the micro-
structure. The results are in good qualitative agreement with
the experimental studies of some inhomogeneous alloys
�18,20�. These results stress the need for an atomistic treat-
ment of the interfaces in elastically inhomogeneous systems
in order to unravel the wide range of possible growth behav-
iors, each having distinct kinetic properties.
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